Issue:

ConnectDirect server manager continuous polling causing MQ Log fill-up
Issue Description:

Under current implementation of direct integration of Connect:Direct features under Websphere Message Broker, it fills up MQ logs quickly on its own even when there is no ‘active traffic’ in the environment because of the pooling process of persistent messages on the internal stats queue.
Connect:Direct server manager, instantiated for each execution group with CD node, does the polling for CD events to notify the CDInput node about a file transfer and this polling is done for every one second. 
Use-case scenario:
Internal STATS queue message size depends on characters length of Execution group name, Flow names, Node names and Directory/File filters. Each Connect:Direct server manager instance created as part of Execution group is polling based on this  STATS message. 

For example, if we have 10 execution groups with 7500 bytes length of STAT message. 

Message written to log in‘t’ sec        = (t) * (STATS message size) * (No of EGs)

Message written to log in ‘1’ sec       = (1) * (7500) * (10) = 75000 bytes

Message written to log in ‘300’ secs = (300) * (7500) * (10) = 22500000 bytes ~ 21 MB
In this scenario, Log write is happening at the rate of 21 MB every 5 minutes. 

(As an IBM recommendation, Linear logging is enabled in the environment to facilitate media recovery option) 
Issue Reference: PMR# 75586,7TD,000
Request for enhancement:

We are looking for a solution/enhancement to reduce the rate of MQ log fill which we believe is happening due to the ‘side-effect’ of the nature of Message Broker & C:D integration implementation. 

Environment Details :

Brand: WebSphere 

Product family: Connectivity and Integration 

Product: WebSphere Message Broker

Product version: 8.0.0.2

Platform: AIX (7.1.0.0)

Queue Manager: Websphere MQ 7.5.0.1
Interim APARs installed: TFP14217, TFIT00819 and IC98967

