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The SMF interval

Please note that for customers running queue managers on the LTS version of MQ 9.2 or below there is a single control attribute (STATIME) and the format is in minutes.  Customers running the CD version of 9.2 or above (9.3, etc.) there are TWO timing attributes, STATIME and ACCTIME (accounting collection interval).  The format of both attributes is mm.sss (minutes and seconds).   


Check the STATIME and ACCTIME attribute of all the queue managers being evaluated 
· +cpf DISPLAY SYSTEM will show the STATIME and ACCTIME (if available) value
· IF The STATIME = 0
· This coordinated the STATIME with the SMF interval for the LPAR 
· If that interval is greater than 15 minutes, please set it to no more than 15 minutes for this evaluation.  
· If the STATIME >15 minutes (30 is the default)
· Set the STATIME to no more than 15 minutes for this evaluation.
Setting it to a lower value, like 5 minutes, can reduce the time needed for the collection of the Accounting Data.  It will also make the statistics more granular, which can help when looking for potential bottle necks. 
· Please see ‘Setting the MQ Queue manager STATIME’ below for instructions.
· IF The ACCTIME = -1
· This coordinates the ACCTIME with the STATIME for the QMGR 
· This is fine unless the STATIME is too long
· IF the ACCTIME is set to minutes and second, please make sure it is captured at the same rate as the specified STATIME.  
· While not exact, it is at least closer to the same interval and makes evaluation of this complex data a bit easier.

· If you are gathering data from a queue sharing group, please make sure the STATIME and ACCTIME is consistent for all the queue managers.  This assists with evaluating the use of Coupling Facility structures across queue managers. 

Setting the MQ queue manager STATIME (SMF interval)
· To set a new STATIME interval to each queue manager, use the following command:
+cpf SET SYSTEM STATIME(XX) or
+cpf SET SYSTEM STATIME(mm.SSS)
· The ‘XX’ is the number of minutes.  For this kind of a study, we recommend a maximum value of 15.  Five minutes is also sometimes used, especially when evaluating a critical performance issues. 
· The ‘mm.SSS’ is the setting for queue managers running 9.3 or above
· The new interval will take effect after the current interval expires.
· If your current interval is especially long, then setting the STATIME should be done well in advance of the data collection. 

Setting the MQ queue manager ACCTIME (SMF interval MQ 9.3 or above)
· To set a new ACCTIME interval to each queue manager, use the following command:
 +cpf SET SYSTEM ACCTIME(mm.SSS)
· The ‘mm.SSS’ is the setting for queue managers running 9.3 or above
· The new interval will take effect after the current interval expires.
· If your current interval is especially long, then setting the ACCTIME should be done well in advance of the data collection. 
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Gathering the SMF/RMF Data

MQ Statistics - SMF type 115 (all subtypes) – 

MQ Statistics records for at least one-week (seven days) days, including the high volume interval(s) selected for the study. This is very lightweight data and should always be collected.  Note that the channel statistics must be turned on independently. 
· All classes of the statistics information (01 thru 05) should be captured for the entire duration of the study (typically one week).   
· If on MQ Version 9.3 or above class 5 statistics (the queue statistics) should be gathered as well.
· The dynamic command to turn on the correct statistics gathering, for all classes:
· +cpf START TRACE(STAT) DEST(SMF) CLASS(*)
· +cpf START TRACE(S) DEST(SMF) CLASS(4,5)
There have been mixed results with getting the channel initiator statistics when using the * on the start trace command. Also note that as of 9.3 the class 4 and class 5 statistics MUST be started vis a START command to make the behavior of the asterisk (*) consistent between the command and the ZPRM.   Please specify the CLASS(4,5) in a separate statement. 
· The ZPRM change to turn on the statistics information:
· SMFSTAT=*
· For MQ 9.3 There must be an explicit START for the class 4 and class 5 statistics! 


MQ Task and Queue Accounting Class (3)- SMF type 116 (subtypes 0,1, & 2) 

· We need at least two peak periods SMF intervals of the Task and Queue accounting data, please see notes above on setting the interval. 
· Note: We do not want several days of SMF type 116 records.  The collection of SMF116 Class(3) records should be for the peak online and batch periods. If there are multiple peaks during a typical processing day, especially if the peaks include different applications, then we need sample data from those periods.  
· Each collection should last for 1 to 2 hours.  
· When the evaluation is for Queue Sharing Group(s), the data should be captured from all queue managers in the QSG at the same time.   
· If SMF 116 data is not normally collected, please discuss with the SMF administrator.  If logstreams are being used for the MQ SMF data there are usually no issues with collecting this data. If the traditional MAN datasets are being used for collection, the SMF116 Class(3) records can be prolific (like the CICS 110 records).  SMF116 task and queue records (and there are always multiples) are cut at the end of every transaction and for long running transactions at every SMF interval. 
SMF116 data collection can be turned on and off dynamically, there is no cycle of the queue manager necessary: 
· The commands to dynamically turn on and off the task accounting data collection:

+cpf START TRACE(ACCTG) DEST(SMF) CLASS(3)
+cpf STOP TRACE(ACCTG) DEST(SMF) CLASS(3)

MQ Channel Accounting Class (4)- SMF type 116 (all other subtypes) 

	
· The MQ team would also like the channel accounting data (SMF 116 class 4) for the evaluation intervals.  
· The commands to dynamically turn on and off the channel accounting data collection:
+cpf START TRACE(ACCTG) DEST(SMF) CLASS(4)
+cpf STOP TRACE(ACCTG) DEST(SMF) CLASS(4)
· Issue the command to turn on gathering of the information for all sender receiver and client connections
+cpf ALTER QMGR STATCHL(HIGH)
The value of HIGH, MED, or LOW have the same effect 
· Issue the command to turn on gathering of the information for auto-defined cluster channels if clustering is in use:
+cpf  ALTER QMGR STATCHLS(HIGH)
The value of HIGH, MED, or LOW have the same effect
· Verify that all channels have STATCHL set to QMGR.
+cpf DISPLAY CHANNEL(*) STATCHL
Note that even SVRCONN channels will be included in the list, even though they do not have this attribute. For all versions of MQ, please check the following:
· Verify ACCTQ setting on the queue managers
· Display the ACCTQ setting for the queue managers in the study
+cpf DISPLAY QMGR ACCTQ
· If the value is ACCTQ(ON), no further action is needed
· Otherwise, please use the following command:
+cpf ALTER QMGR ACCTQ(ON)


Queue Level Considerations

· If clustering is in use, make sure that accounting is turned on for the SYSTEM.CLUSTER.TRANSMIT.QUEUE and any other cluster transmit queues hosted by each queue manager.  To determine whether accounting is enabled for the cluster transmission queues:
· Display the ACCTQ setting for the queue(s)
+cpf DISPLAY QL(SYSTEM.CLUSTER.TRANSMIT.QUEUE) ACCTQ
· If the value of ACCTQ is ACCTQ(OFF), then it should be turned on 
+cpf ALTER QL(SYSTEM.CLUSTER.TRANSMIT.QUEUE) ACCTQ(ON)
Display the ACCTQ value again, to verify the change. 
· For all other high-volume queues, please also verify that the ACCTQ is ON or set to QMGR for the interval under examination. This should include all INITQs and transmission queues. 
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The following MQ data is to be collected and can be emailed to IBM as .txt files; files can be zipped.  Or include these job outputs in the softcopy TERSED dataset to be FTPed to IBM. Refer to directions that are in a separate document for the Error! Reference source not found.FTP instructions. 

· MQ topology, showing queue sharing groups, queue manager cluster(s), queue manager, and client connections  
· If the queue manager(s) is (are) part of a queue manager cluster:
· Please provide the location of the full repositories, especially if they are on z/OS hosted queue managers.  
· Are multiple cluster transmission queues in use? 
· Queue manager and channel initiator JES logs:
· This must include the time period under evaluation
· This must include the queue manager and channel initiator startups OR contain the output from the following commands for each queue manager:
· +cpf DISPLAY QMGR ALL 
· +cpf DISPLAY SYSTEM 
· +cpf DISPLAY USAGE 
· +cpf DISPLAY LOG 
· +cpf DISPLAY ARCHIVE 
· +cpf DISPLAY SECURITY 
· +cpf DISPLAY CHINIT
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If the evaluation includes a Queue Sharing Group, please include:
+cpf DISPLAY CFSTRUCT(*) ALL 
+cpf DISPLAY CFSTATUS(*) 
+cpf DISPLAY SMDS(*) all
+cpf DISPLAY SMDSCONN(*) CFSTRUCT(STRUCTURE NAME)  for each structure 
Other MQ Information
 
· List any open IBM MQ PMRs.
· Definitions of MQ log files.  If dual logging is used, both copy 1 and copy 2. 
· If there is any documentation on the Queue Managers or QSG connectivity and physical layout, please send those documents to the team.

Other Non-MQ information for Queue Sharing Groups

1) If shared queues are in use, we need to review the CF activity report for the same time(s) as the Accounting data gathered.  This can be in the form of the report itself or by sending the RMF data (Type 74, subtype 4) data for the intervals where MQ Accounting Data is collected.  
2) The policy definitions for the MQ Structures.  The output of this command:
/D XCF,STR,STRNAME=(QSGM*) 
Where QSGM is replaced with the Queue Sharing Group name that is being evaluated. 


